

Solvency – 2NC



Solves structural market concerns

JENKINS ET AL ’12 - directs the Energy and Climate Program at the Breakthrough Institute (Jenkins, Jesse. Mark Muro. “BEYOND BOOM & BUST”. April, 2012. http://assets.nationaljournal.com/Beyond%20Boom%20and%20Bust_Embargoed_4_17.pdf)

Several policies could be structured to meet these criteria. Competitive deployment incentives could be created for various clean tech segments of similar maturity, with incentives for each segment falling steadily over time to demand and reward continual innovation and price improvements. 99 Steadily improving performance-based standards could create both market demand and spur consistent technology improvement. 100 Such incentives or performance standards could also be set competitively by “top- runners,” the leading industry performers in each market segment, forcing other firms to steadily innovate to stay competitive in the market. 101 Demanding federal procurement opportunities could be created to drive both market opportunities and ensure steady improvement of each successive generation of product, particularly when clean tech products align with strategic military needs. 102 And where direct government procurement does not make sense, reverse auction incentives could be established for varying technologies to drive industry competition and innovation. 103


Key to competitiveness and innovation – pressure of the condition is key

JENKINS ET AL ’12 - directs the Energy and Climate Program at the Breakthrough Institute (Jenkins, Jesse. Mark Muro. “BEYOND BOOM & BUST”. April, 2012. http://assets.nationaljournal.com/Beyond%20Boom%20and%20Bust_Embargoed_4_17.pdf)

For their part, clean tech companies and investors would do well to lead this energy policy reform effort. While many clean tech entrepreneurs deserve credit for achieving innovation and technology improvements under existing subsidy regimes that should better reward their efforts, others have obtained subsidies without facing pressure to reduce costs or improve performance. Embracing innovation-focused policy reform will ensure US firms are well positioned to outcompete international challengers, as well. Simple deployment subsidies or policies to create demand, for example, still allow foreign competitors to undercut domestic manufacturers and seize larger and larger market shares, as Chinese solar PV companies have proven in the last three years. 90 Only steady innovation can keep US firms at the leading edge of clean tech sectors, and a supportive policy regime will be essential. Businesses and policy makers alike must therefore understand that the true economic rewards in clean energy industries will come not from producing technology for subsidy-created markets that vacillate wildly with the public mood and the political cycle but rather by producing cheap and reliable clean energy technologies that can compete on cost with both international competitors and conventional fossil fuels. The coming collapse of US clean tech policies thus presents a critical opportunity for intelligent energy policy reform. With the US clean energy policy system set to be effectively wiped clean in the coming years, American business and policy makers must now unite to craft a coordinated new set of limited but direct federal strategies optimized to drive innovation and make clean energy subsidy independent over time. With such a strategy in place, the United States also has the potential to successfully make clean energy technologies cheap enough for widespread export to energy-hungry markets throughout the world.

(____) US competitiveness is key to hegemony
Adam Segal, Maurice R. Greenberg Senior Fellow in China Studies at the Council on Foreign Relations. “Practical Engagement: Drawing a Fine Line for U.S.-China Trade,” The Washington Quarterly 2004 Summer
The brevity of the list of technologies the United States should try and control is the product of two processes that have occurred over the last 10 years: the increasing importance of commercial producers in R&D and the globalization of technological innovation. Unlike during the Cold War, government spending and procurement no longer play a dominant role in commercial R&D, especially in IT sectors. In the 1970s, the major semiconductor manufacturers were essentially government defense contractors; the Pentagon was the source of almost 50 percent of the funding for semiconductor R&D from the 1950s to the 1970s. n29 In 2002, according to David Rose, director of export, import, and information security affairs at Intel Corporation, all government procurement (including Defense Department contracts) accounted for less than 1 percent of U.S. semiconductor sales, and that number is declining. n30  With the diminishing importance of government funding, private firms play a greater role in maintaining the United States' national security. Military capabilities are closely tied to the innovative capabilities of commercial producers. According to a 1999 Defense Science Board Task Force on Globalization and Security, the Defense Department relies "increasingly on the U.S. commercial advanced technology sector to push the technological envelope and enable the [department] to 'run faster' than its competitors." n31

(____) Global nuclear war
Khalilzad, Rand Corporation 95 (Zalmay Khalilzad, Spring 1995. RAND Corporation. “Losing the Moment?” The Washington Quarterly 18.2, Lexis.)
Under the third option, the United States would seek to retain global leadership and to preclude the rise of a global rival or a return to multipolarity for the indefinite future. On balance, this is the best long-term guiding principle and vision. Such a vision is desirable not as an end in itself, but because a world in which the United States exercises leadership would have tremendous advantages. First, the global environment would be more open and more receptive to American values -- democracy, free markets, and the rule of law. Second, such a world would have a better chance of dealing cooperatively with the world's major problems, such as nuclear proliferation, threats of regional hegemony by renegade states, and low-level conflicts. Finally, U.S. leadership would help preclude the rise of another hostile global rival, enabling the United States and the world to avoid another global cold or hot war and all the attendant dangers, including a global nuclear exchange. U.S. leadership would therefore be more conducive to global stability than a bipolar or a multipolar balance of power system.

Solves Moore’s law - This compares the CP solvency to the plan --- also proves that the two are distinct

Stepp ’12 – Senior Policy Analyst with the Information Technology and Innovation Foundation (ITIF) specializing in climate change and clean energy policy (Matthew Stepp, “Clean Tech Headed for Stagnation,” 5/14/2012, http://theenergycollective.com/node/84873)

But even if much of this funding continues, the nascent clean tech industry is on a potential path of stagnation. In absence of long-term, significantly larger subsidies (which are politically unlikely), government support for clean energy R&D are central to developing and deploying competitive clean tech. In other words, clean tech growth nationwide (and globally) will be determined not by subsidies, but by innovation that can lead to technologies that are better and cheaper than fossil fuels. Yet, our policy choices often don’t reflect this reality. According to ITIF’s Energy Innovation Tracker, the U.S. is investing roughly $6 billion in clean energy R&D in FY2012 – on average a third what leading experts think the U.S. should be investing. In fact, the bulk of the federal government’s historic investment in clean energy – nearly three quarters of the $150 billion – is going to the deployment of existing technologies that are not cost-competitive with fossil fuel sources of energy. While these deployment incentives expand domestic supply chains and are spurring incremental innovations, the policies are acting like blunt force tools propping up lower-risk technologies while playing little role in incenting innovation and technologies to put clean energy on a path to subsidy independence. By not orienting the significant federal investment in clean tech towards spurring innovation while grossly underfunding R&D, the U.S. is failing to jump start and accelerate the clean tech innovations needed to create a robust, long-term sustainable industry. Even if the expiring tax incentives are extended as is, the long-term stagnation of the industry will still occur due to a lack of innovation. If we want a global clean tech revolution driven by the marketplace, we need to bring the equivalent of “Moore’s law” (the prediction that computing power would double every 24 months while costs would fall by half) to clean energy. Nothing less will work. But it’s not too late to avert both the short-term clean tech bust and long-term innovation stagnation if federal policymakers and clean energy advocates truly make innovation less like empty rhetoric and more its core goal. This means fully funding key clean energy innovation R&D programs even in a time of budget austerity. Consistent support for innovation is absolutely necessary – just ask the fossil fuel industry which continues to reap the benefits of a century’s worth of government largesse deficits or not – and cutting innovation programs does more harm than good to the deficit and economy. Policymakers must also reform clean tech deployment subsidies to link early stage tech development with commercialization. Simply extending expiring or expired subsidies and tax incentives are simply not enough and will only continue to marginally grow the industry. It’s surely not a long-term solution to continue deploying technologies carte blanche even if they don’t hold the promise of competitiveness. A group re-think on clean tech subsidy programs is critical. It’s for “smart” deployment policies that work to pull transformative innovations, rather than just extend incremental innovations of costly energy technologies. We need to ask ourselves what our energy policy goals are. Do we want a clean tech market full of Edsel’s or competitive technologies? Do we want marginal industry growth or do we want a global clean tech transformation? At the end of the day, significant industry growth is only possible if there is an aggressive flow of innovations linked with deployment policies that pull to market emerging, long-term competitive technologies. Today’s energy innovation ecosystem fails on both accounts and our policy choices are to blame.


AT: Perm do CP


(A) Energy production subsidies must be unconditional – they are flat and increase each year

JENKINS ET AL ’12 - directs the Energy and Climate Program at the Breakthrough Institute (Jenkins, Jesse. Mark Muro. “BEYOND BOOM & BUST”. April, 2012. http://assets.nationaljournal.com/Beyond%20Boom%20and%20Bust_Embargoed_4_17.pdf)

Reducing the cost of clean energy technologies will require continuous innovation and improvement even after technologies are commercialized and launched into the marketplace. Yet, by and large, today’s energy subsidies do not do enough to support America’s innovators, and they have not yet succeeded in driving down the costs of clean energy far enough to compete with fossil fuels. The government, however, has a long history of successfully driving innovation and price declines in emerging technologies by acting as a demanding customer to spur the early commercialization, large- scale deployment, and steady improvement of cutting-edge technology. 91 Unfortunately, clean tech deployment policies today often closely resemble crop supports, offering a flat production subsidy for any clean energy produced, rather than the demanding military procurement policies that delivered steady improvements and the eventual mass-adoption of everything from radios, microchips, and jet engines, to gas turbines, lasers, and computers. 92 Many of today’s clean energy subsidies are focused primarily on supporting the deployment of existing energy technologies at current prices, and most provide no clear pathway to subsidy independence. The federal renewable electricity PTC, for example, has provided the same level of subsidy to wind power and closed-loop biomass-fueled power plants since initial enactment in 1992 and to geothermal and other qualifying renewable electricity sources since 2004, when it was first extended to them. Subsidy levels increase each year at the rate of inflation, keeping per MWh subsidy levels constant in real dollar terms and providing no clear incentive for continual cost declines or pathway to eventual subsidy independence.

(B) This is specific to the energy production literature

TRABISH ’12 - writes and edits NewEnergyNews (Trabish, Herman K. “TODAY’S STUDY: THE BACKING NEW ENERGY IS GETTING AND THE BACKING IT NEEDS”. May 7, 2012. http://newenergynews.blogspot.com/2012/05/todays-study-backing-new-energy-is.html)

Despite this recent success, however, nearly all clean tech segments in the United States remain reliant on production and deployment subsidies or other supportive policies to gain an expanding foothold in today’s energy markets. Now, many of these subsidies and policies are poised to expire—with substantial implications for the clean tech industry. 

(C) “Resolved” is definite.
Dictionary.com 06 (http://dictionary.reference.com/browse/Resolved, verb)

to come to a definite or earnest decision about; determine (to do something): I have resolved that I shall live to the full.

(D) “Should” is immediate and mandatory.
SUMMER ‘94 (Justice, Oklahoma City Supreme Court, http://www.oscn.net/applications/oscn/DeliverDocument.asp?CIteID= 20287#marker3fn14)
The legal question to be resolved by the court is whether the word “should” 13 in the May 18 order connotes futurity or may be deemed a ruling in praesenti.14 The answer to this query is not to be divined from rules of grammar;15 it must be governed by the age-old practice culture of legal professionals and its immemorial language usage.  To determine if the omission (from the critical May 18 entry) of the turgid phrase, “and the same hereby is”,(1) makes it an in futuro ruling – i.e., an expression of what the judge will or would do at a later stage – or (2) constitutes an in in praesenti resolution of a disputed law issue, the trial judge’s intent must be garnered from the four corners of the entire record.16  Nisi prius orders should be so construed as to give effect to every words and ever part of the text, with a view to carrying out the evident intent of the judge’s direction. 17 The order’s language ought not to be considered abstractly.  The actual meaning intended by the document’s signatory should be derived from the context in which the phrase to be interpreted is used. 18 When applied to the May 18 memorial, these told canons impel my conclusion that the judge doubtless intended his ruling as an in praesenti resolution of Dollarsaver’s quest for judgment n.o.v. Approval of all counsel plainly appears on the face of the critical May 18 entry which is [885 P.2d 1358] signed by the judge. 19 True minutes20 of a court neither call for nor bear the approval of the parties’ counsel nor the judge’s signature.  To reject out of hand the view that in this context “should” is impliedly followed by the customary, “and the same hereby is”, makes the court once again revert to medieval notions of ritualistic formalism now so thoroughly condemned in national jurisprudence and long abandoned by the statutory policy of this State.  IV Conclusion Nisi prius judgments and orders should be construed in the manner which gives effect and meaning to the complete substance of the memorial.  When a judge-signed direction is capable of two interpretations, one of which would make it a valid part of the record proper and the other would render it a meaningless exercise in futility, the adoption of the former interpretation is this court’s due.  A rule – that on direct appeal views as fatal to the order’s efficacy the mere omission from the journal entry of a long and customarily implied phrase, i.e., “and the same hereby is” – is soon likely to drift into the body of principles which govern the facial validity of judgments.  This development would make judicial acts acutely vulnerable to collateral attack for the most trivial reasons and tend to undermine the stability of titles or other adjudicated rights.  It is obvious the trial judge intended his May 18 memorial to be an in praesenti order overruling Dollarsaver’s motion for judgment n.o.v. It is hence that memorial, and not the later June 2 entry, which triggered appeal time in this case.  Because the petition in errir was not filed within 20 days of May 18, the appeal it untimely.  I would hence sustain the appellee’s motion to dismiss.21 Footnotes: 1 The pertinent terms of the memorial of May 18, 1993 are: IN THE DISTRICT COURT OF BRYAN COUNTRY, STATE OF OKLAHOMA COURT MINUTE /18/93 No. C-91-223 After having heard and considered arguments of counsel in support of and in opposition to the motions of the Defendant for judgement N.O.V. and a new trial, the Court finds that the motions should be overruled.  Approved as to form: /s/ Ken Rainbolt /s/ Austin R. Deaton, Jr. /s/ Don Michael Haggerty /s/ Rocky L. Powers Judge 2 The turgid phrase – “should be and the same hereby is” – is a tautological absurdity.  This is so because “should” is synonymous with ought or must and is in itself sufficient to effect an inpraesenti ruling – one that is couched in “a present indicative synonymous with ought.”  See infra note 15.3 Carter v. Carter, Okl., 783 P.2d 969, 970 (1989); Horizons, Inc. v. Keo Leasing Co., Okl., 681 P.2d 757, 759 (1984); Amarex, Inc. v. Baker, Okl., 655 P.2d 1040, 1043 (1983); Knell v. Burnes, Okl., 645 P.2d 471, 473 (1982); Prock v. District Court of Pittsburgh County, Okl., 630 P.2d 772, 775 (1981); Harry v. Hertzler, 185 Okl., 151, P.2d 656, 659 (1939); Ginn v. Knight, 106 Okl. 4, 232 P. 936, 937 (1925). 4 “Recordable” means that by force of 12 O.S. 1991 24 an instrument meeting that section’s criteria must be entered on or “recorded” in the court’s journal.  The clerk may “enter” only that which in “on file.”  The pertinent terms of 12 O.S. 1991 24 are: “Upon the journal record required to be kept by the clerk of the district court in civil cases…shall be termed copies of the following instruments on file” 1. All items of process by which the court acquired jurisdiction of the person of each defendant in the case; and 2. All instruments filed in the case that bear the signature of the end judge and specify clearly the relief granted or order made.” [Emphasis added.] 5 See 12 O.S. 1991 1116 which states in pertinent part: “Every direction of a court of judge made or entered in writing, and not included in a judgment is an order.” [Emphasis added.] 6 The pertinent terms of 12 O.S. 1993 696 3, effective October 1, 1993, are: “A. Judgments, decrees and appealable orders that are filed with the clerk of the court shall contain: 1. A caption setting forth the name of the court, the names and designation of the parties, the file number of the case and the title of the instrument; 2. A statement of the disposition of the action, proceeding, or motion, including a statement of the relief awarded to a party or parties and the liabilities and obligations imposed on the other party or parties; 3. The signature and title of the court;…”7 The court holds that the May 18 memorial’s recital that “the Court finds that the motions should be overruled” is a “finding” and not a ruling.  In its pure form, a finding is generally not effective as an order or judgment.  See, e.g., Tillman v. Tillman, 199 Okl. 130, 184 P.2d 784 (1947), cited in the court’s opinion. 8 When ruling upon a motion for judgment n.o.v. the court must take into account all the evidence favorable to the party against whom the motion is directed and disregard all conflicting evidence favorable to the movant.  If the court should concluded that the motion is sustainable, it must hold, as a matter of law, that there is an entire absence of proof tending to show a right to recover. See Austin v. Wilkerson, Inc., Okl., 519 P.2d 899, 903 (1974). 9 See Bullard v. Grisham Const. Co., Okl., 660 P.2d 1045, 1047 (1983), where this court reviewed a trial judge’s “findings of fact”, perceived as a basis for his ruling on a motion for judgment in n.o.v. (in the face of a defendant’s reliance on plaintiff’s contributory negligence).  These judicial findings were held impermissible as an invasion of the providence of the jury proscribed by OKLA. CONST. ART, 23 6 Id. At 1048.  10 Everyday courthouse parlance does not always distinguish between a judge’s “finding”, which denotes nisi prius resolution of face issues, and “ruling” or “conclusion of law”.  The latter resolves disputed issues of law.  In practice usage members of the bench and bar often confuse what the judge “finds” with what the official “concludes”, i.e., resolves as a legal matter.  11 See Fowler v. Thomsen, 68 Neb. 578, 94 N.W. 810, 811-12 (1903), where the court determined a ruling that “[1] find from the bill of particulars that there is due the plantiff the sum of…” was a judgment  and not a finding.  In reaching its conclusion the court reasoned that “[e]ffect must be given to the entire in the docket according to the manifest intention of the justice in making them.” Id., 94 N.W. at 811.  12 When the language of a judgment is susceptible of two interpretations, that which makes it correct and valid is preferred to one that would render it erroneous.  Hale v. Independent Powder Co., 46 Okl. 135, 148 P. 715, 716 (1915); Sharp v. McColm, 79 Kan. 772, 101 P. 659, 662 (1909); Clay v. Hildebrand, 34 Kan. 694, 9 P. 466, 470 (1886); see also 1 A.C. FREEMAN LAW OF JUDGMENTS 76 (5th ed. 1925). 13 “Should” not only is used as a “present indicative” synonymous with ought but also is the past tense of “shall” with various shades of meaning not always to analyze.  See 57 C.J. Shall 9, Judgments 121 (1932). O. JESPERSEN, GROWTH AND STRUCTURE OF THE ENGLISH LANGUAGE (1984); St. Louis & S.F.R. Co. v. Brown, 45 Okl. 143,144 P. 1075, 1080-81 (1914). For a more detailed explanation, see the Partridge quotation infra note 15.  Certain contexts mandate a construction of the term “should” as more than merely indicating preference or desirability.  Brown, supra at 1080-1081 (jury instructions stating that jurors “should” reduce the amount of damages in proportion to the amount of contributory negligence of the plaintiff was held to imply an obligation and to be more than advisory; Carrrigan v. California Horse Racing Board, 60 Wash. App. 79, 802 P.2d 813 (1990) (one of the Rules of Appellate Procedure requiring that a party “should devote a section of the brief to the request for the fee and expenses” was interpreted to mean that a party under an obligation to included the requested segment); State v. Rack, 318 S.W.2d 211, 215 (Mo. 1958) (“should” would mean the same as “shall” or “must” when used in an instruction to the jury which tells the triers they “should disregard false testimony”).  14 In praesenti means literally “at the present time.” BLACK’S LAW DICTIONARY 792 (6th Ed. 1990). In legal parlance the phrase denotes that which in law is presently or immediately effective, as opposed to something that will or would become effective in the future [in futurol].  See Van Wyck v. Knevals, 106 U.S. 360, 365, 1 S.Ct. 336, 337, 27 L.Ed. 201 (1882).  

(E) Substantial requires that the increase be definite and immediate
Words and Phrases 64, (40 W&P 759)
[bookmark: LastEdit]The words “outward, open, actual, visible, substantial, and exclusive,” in connection with a change of possession, mean substantially the same thing. They mean not concealed, not hidden; exposed to view; free from concealment, dissimulation, reserve, or disguise; in full existence; denoting that which no merely can be, but is opposed to potential, apparent, constructive, and imaginary; veritable; genuine; certain; absolute; real at present time, as a matter of fact, not merely nominal; opposed to form; actually existing; true; not including, admiring, or pertaining to any others; undivided; sole; opposed to inclusive.

(F) Substantially is without material qualification
Black’s Law Dictionary 1991
[p. 1024]
Substantially - means essentially; without material qualification.



AT: Perm do Both

All of our solvency turns are DAs to the permutation and to the aff

JENKINS ’12 - Director of Energy And Climate Policy Breakthrough Institute (Jenkins, Jesse D. “TESTIMONY OF JESSE D. JENKINS DIRECTOR OF ENERGY AND CLIMATE POLICY BREAKTHROUGH INSTITUTE BEFORE THE COMMITTEE ON ENERGY AND NATURAL RESOURCES UNITED STATES SENATE.” May 22, 2012. http://www.energy.senate.gov/public/index.cfm/files/serve?File_id=31b79a1a-83a0-4ae6-8c80-30fe754ad0ea)

I. Reform Advanced Energy Deployment Subsidies to Reward Technology Improvement and Cost Declines Expiring policies and programs are poised to wipe away the large bulk of today’s advanced energy deployment regime. This creates a clear and urgent need for policy reforms that sustain market opportunities for advanced energy technologies, more effectively deploy limited public resources, and support innovative entrepreneurs and firms. Whatever form it takes, a new suite of advanced energy deployment policies must simultaneously drive market demand and continual innovation. By and large, today’s energy subsidies do not do enough to support America’s innovators, and they have not yet succeeded in driving down the costs of advanced energy technologies far enough to compete with conventional fuels. For example: • Many of today’s clean energy subsidies are focused primarily on supporting the deployment of existing energy technologies at current prices, and most provide no clear pathway to subsidy independence. The federal renewable electricity PTC, for example, has provided the same level of subsidy to wind power since initial enactment in 1992. Subsidy levels increase each year at the rate of inflation, keeping per MWh subsidy levels constant in real dollar terms and providing no clear incentive for continual cost declines or pathway to eventual subsidy independence. • If not designed with care, deployment policies can also lock out more promising but higher risk technologies from markets, slowing their development. This is a challenge in particular for the renewable portfolio standard and clean energy standard policies given serious consideration by this Committee. These policies typically encourage deployment of the lowest-cost qualifying energy technology available—generally wind power or biomass, or in the case of a proposed CES, natural gas-fired plants. Yet if designed in this manner, RPS or CES policies may do little to drive down the price of other advanced energy technologies, such as solar or advanced nuclear reactor designs, that may have higher costs now but hold the potential to become much cheaper in the long-run. • Intermittent and haphazard policy support can also wreak havoc with the business confidence necessary for the long-term investments required to develop new and improved products. The PTC for wind power, for example, was first enacted in 1992, but has since expired three times, and has been renewed a total of seven times, often with less than a month to spare before pending expiration. Other clean tech subsidies, including key tax credits for solar, biofuels, energy efficient products, and other segments have experienced similarly erratic expirations. The market effects are chilling, and many private firms are forced to focus principally on ramping-up production for subsidized markets while they last, rather than pioneering next-generation designs and manufacturing processes for the long-term. The intermittent nature of many advanced energy support policies thus slows the pace of innovation in these sectors and actually prolongs the amount of time these sectors remain reliant on public subsidy. The United States can do better than this. Deployment subsidies and policies should be reformed and designed from the beginning to better support innovative U.S. firms and reward companies for developing, producing, and improving advanced technologies that can ultimately compete on price with both fossil fuels and international competitors alike. Each dollar of federal support today should be optimized to move maturing advanced energy technology sectors towards eventual subsidy independence as soon as possible.



AT: Certainty

Plan links to the certainty DA more – these energies need to become independent of subsidies 

TRABISH ’12 - writes and edits NewEnergyNews (Trabish, Herman K. “TODAY’S STUDY: THE BACKING NEW ENERGY IS GETTING AND THE BACKING IT NEEDS”. May 7, 2012. http://newenergynews.blogspot.com/2012/05/todays-study-backing-new-energy-is.html)

 g Cost competitiveness is achievable, but until technological innovation and cost declines can secure independence from ongoing subsidy, clean tech segments will remain continually imperiled by the threat of policy expiration and political uncertainty. Continual improvement in price and performance is thus the only real pathway beyond the cycle of clean tech boom and bust. 





2NC Innovation Turn Overview

governments don’t have access to information needed for successful intervention
Gordon ‘8 (Richard L. Gordon is professor emeritus of mineral economics at the Pennsylvania State University, “The Case against Government Intervention in Energy Markets Revisited Once Again”, No. 628 December 1, 2008)

A key aspect of the modern economic theory of intervention is skepticism about whether governments in fact have the ability and desire to remedy market failures and increase efficiency. As a result, theories of government failure have proliferated. Columbia economist Jagdish Bhagwati has neatly summed up the standard uses of market-failure arguments as the “puppet government approach.” 91 The old-fashioned textbook government possesses far more prescience and acceptance of economic principles than do actual governments. Real governments lack the competence and the motivation to increase efficiency. Moreover, intervention is expensive to design and operate properly. Thus, the inefficiencies must be great for regulation to be desirable. A remarkable article by Ronald Coase, “The Problem of Social Cost,” is the critical source of the last point and a much more modern appraisal of intervention. 92 In the essay, Coase dealt with a much-discussed but badly dated analysis of “externalities” by A.C. Pigou, a longtime professor of economics at Cambridge University. Externalities are the incidental effects of economic actions on people who are not directly involved. These can be harmful, as with pollution and noise, or beneficial, as with pollination of plants by bees. Coase emphasized two defects of Pigou’s analysis. First, Pigou presumed that government intervention always was needed, but Coase provided numerous examples of how cures to externality problems were secured privately. Second, Pigou asserted that, when confronting positive externalities (where by definition the costs to society were lower than the costs to the private producers or consumer), a subsidy to the producer or consumer was appropriate. Conversely, negative externalities should be taxed. Coase showed that this also was wrong; subsidizing the abatement of a detrimental externality would produce the same result as a Pigouvian tax. Coase’s insights proved remarkably impervious to criticism. Two potential problems, however, are evident. First, Coase tacitly assumes that the beneficiaries of the tax are not so different from the beneficiaries of the subsidy that demands shift. Second, an implicit further condition of optimum externality response is that the response should ensure that only firms whose total social value exceeds their total social costs should survive. The correct social policy requires additional measures to attain this goal. 93 Coase is well aware that the choice of policy response affects the welfare of those involved. By example, he shows that those harmed by the externality are not always the ones whom it is appropriate to compensate. In some cases, these victims knowingly moved near an existing externality-producing entity, about which the newcomer should have been aware. Coase moves so tersely through the arguments that many commentators over looked or misunderstood his discussion of why private action may not resolve the externality problem. 94 Coase argued that when a large number of people are involved, the transaction costs associated with providing for a remedy could prove to be so steep that private action would be difficult to implement. However, he presented two objections to the presumption that such high transaction costs justified government action. First, with sufficiently high trans - action costs, even if the government can act more cheaply than private groups, the total costs of intervention will still exceed the benefits. High enough transaction costs can be a barrier to both private and public externality remedies. Second, even if this is not true, a public solution is not necessarily preferable to a private solution. Given the limitations of governments, the inefficiencies of a private solution may be less than those of a public one. In a follow-up article, “The Lighthouse in Economics,” Coase showed that the traditional assertion that lighthouses were a clear example of a good that had to be supplied by government was historically invalid. In the United Kingdom, the government took over lighthouses only after a private association successfully established a system of lighthouses. 95 George Stigler observed that Coase’s analysis applied to all market failures. 96 Stigler stressed that with low enough transaction costs, market failures could all be overcome privately. Coase’s caveats about the implications of high transactions also apply to all interventions. While Coase seems never to have made the links explicit, these arguments are closely related to another celebrated contribution to the literature—Paul Samuelson’s 1954 analysis of the justification of government action. 97 Samuelson employed the concept of “publicness,” in which a good could not be made available exclusively to individuals; if one person received it, everyone did. Everyone in society then would benefit from the private consumption of a public good. Private solutions, however, would fail to adequately recognize all of these benefits. Thus, the government should provide the goods. Coase’s analysis can be restated as indicating that it is only when publicness was involved that government intervention to address externalities might be justified. Coase can then be credited with creating a different and superior theory of government action: it is only when transaction costs are high (but not by a degree to render action unprofitable) that government intervention might be desirable. The advantage of Coase’s approach is that it leads to a consideration of critical problems that the Samuelson analysis ignores. First, considerable evidence exists that politicians have motivations far different from attaining an efficient supply of public goods. 98 Second, the Coase problem of attaining an optimum is formidable. Governments often lack the competence to identify and optimally correct inefficiencies. Both these difficulties are extensively reviewed in the economics literature, but the bad-motivation argument is stressed more than the limited-ability concern. 99 The adoption of inappropriate objectives is the subject of a very rich literature that examines the motivations of political actors. The starting point is Schumpeter’s observation that, in a democracy, political actors are primarily engaged in a competition for votes. 100 As numerous subsequent observers have noted, one key way to secure votes is to legislate an (economically) inefficient policy—in which a few beneficiaries each receive gains large enough for them to note—by creating losses for many others that are too small for any to notice. 101 Some observers, notably Harvard economist Joseph Kalt, have examined the proposition that, in some cases, action arises only from an ideological preference for intervention by legislators whose constituents lack significant interest in an issue. 102 Kalt and collaborators have found statistical support for this proposition. 103 A simpler possibility is that politicians instinctively believe that if a problem arises which receives extensive attention, they can—and should—intervene. The problem of determining and satisfying demands for public goods is more loosely treated in the literature. Economists Ludwig von Mises, F. A. Hayek, and Ronald Coase have all argued that, among other things, governments cannot readily secure the information needed for efficient intervention. 104 Coase’s treatment is far less extensive, but also far more general, than those of Mises or Hayek. Their extended writings on socialist calculation, nevertheless, should have made clear the difficulties of optimally devising plans for any kind of government spending. The debate was started by an assertion by Mises that a socialist state could not be efficient because it lacked information about the demands for commodities. 105 In the most celebrated response, Oscar Lange 106 replied that this problem could be resolved by establishing planning boards to measure demands and set prices appropriate for those demands. Hayek answered Lange by noting that this was a much more cumber - some approach than an unregulated marketplace. Mises asserted that the solution would break down for producers’ goods because of concentration of ownership in state monopolies.  

   Turns New Technology
Turn- distortion causes price volatility for new technology- our turns occur before their aff solves- quicker timeframe
Jenkins et al ’12 - directs the Energy and Climate Program at the Breakthrough Institute (Jenkins, Jesse. Mark Muro. “BEYOND BOOM & BUST”. April, 2012. http://assets.nationaljournal.com/Beyond%20Boom%20and%20Bust_Embargoed_4_17.pdf)

This is not the first time booming clean tech markets in America have been on the brink of a bust. US markets for clean tech segments from wind, nuclear, and solar power to electric vehicles and alternative fuels have each surged and declined in the past. While a drawdown of federal subsidies is most often the immediate trigger of clean tech market turmoil, the root cause remains the same each time: the higher cost and risk of US clean tech products relative to either mature fossil energy technologies or lower-cost international competitors, which make US clean tech sectors dependent on subsidy and policy support. New industry sectors are often volatile, as innovative technology firms must challenge both established incumbents and competing upstarts. Clean tech sectors are no exception. Yet in energy, unlike biotechnology or information technology, price is king. Like steel or copper, energy is a commodity, principally valued not for its own qualities but for the services and products derived from it. As such, while new drugs, software, or consumer electronics command a price premium from customers by offering new value-added features and hence command a premium price from customers, new energy technologies must routinely compete on price alone, even if they offer other long-term benefits. 74 It would be a difficult feat for any nascent technology to enter a commodity market and compete immediately on cost, but clean tech sectors face a particularly challenging rival: well-entrenched fossil fuel incumbents that have had more than a century to develop their supply chains and make incremental innovations to achieve high levels of efficiency. These mature fossil energy industries have long enjoyed sizable, stable flows of subsidy support as well as a regulatory environment and established infrastructure both geared towards fossil fuel models of energy procurement, delivery, and use. 75 Most clean tech segments, by contrast, are relatively young, are still developing supply chains, and are steadily improving manufacturing techniques, product designs, and efficiencies. Higher perceived technology risks make financing the commercialization and scale-up of new clean technologies particularly challenging. 76 Imbalances between supply and demand can quickly develop in immature clean tech supply chains, causing wild swings in prices and profit margins. 77 New business models and novel technologies often require market or regulatory reforms, new enabling infrastructure, or other changes to fully scale-up.

   AT: Tax Credit =/= Subsidy
Tax Credits are the market equivalent of a subsidy- cause market distortion and government interference- props up cronyism
Brooks ’12 (David Brooks became a New York Times Op-Ed columnist in September 2003. He has been a senior editor at The Weekly Standard, a contributing editor at Newsweek and the Atlantic Monthly, and he is currently a commentator on "The Newshour with Jim Lehrer." He is the author of "Bobos In Paradise: The New Upper Class and How They Got There" and “On Paradise Drive : How We Live Now (And Always Have) in the Future Tense,” both published by Simon & Schuster. His most recent book is “The Social Animal: The Hidden Sources of Love, Character, and Achievement,” published by Random House in March 2011, “America Is Europe”, http://www.nytimes.com/2012/02/24/opinion/brooks-america-is-europe.html?_r=2, February 23, 2012)

You might say that a tax break isn’t the same as a spending program. You would be wrong. The late David Bradford, a Princeton economist, had the best illustration of how the system works. Suppose the Pentagon wanted to buy a new fighter plane. But instead of writing a $10 billion check to the manufacturer, the government just issued a $10 billion “weapons supply tax credit.” The plane would still get made. The company would get its money through the tax credit. And politicians would get to brag that they had cut taxes and reduced the size of government! This is essentially what’s been happening in sphere after sphere. Government controls more and more of the economy. It just does it by getting people to do what it wants by manipulating the tax code. Politicians get to take credit for addressing problem after problem, but none of their efforts show up as unpopular spending. Many of these individual tax expenditures are good for the country, like the charitable deduction and the earned income tax credit. But, as the economist Bruce Bartlett demonstrates in his impeccably fair-minded book, “The Benefit and the Burden,” the cumulative effect of these tax breaks is terrible. Like overgrown weeds, the tangle of tax breaks distorts behavior, clogs the economy and deprives the government of revenue. And because they are hidden, many of the tax expenditures go to those who need them least, the well connected and established over the vulnerable and the entrepreneurial.



Error Replication Link
Turn- the affirmative’s solvency advocate rely on a flawed understanding of economics – causes error replication
Gordon ‘8 (Richard L. Gordon is professor emeritus of mineral economics at the Pennsylvania State University, “The Case against Government Intervention in Energy Markets Revisited Once Again”, No. 628 December 1, 2008)

Many politicians and pundits are panicked over the existing state of the oil and gasoline markets. Disregarding past experience, these parties advocate massive intervention in those markets, which would only serve to repeat and extend previous errors. These interventionists propose solutions to nonexistent problems. This Policy Analysis reviews the academic literature relevant to these matters and argues that the prevailing policy proposals are premised on a misunderstanding of energy economics and market realities. The interventionists do not distinguish between problems that government can remedy and those that it cannot. They ignore lessons that should have been learned from past experience. They embrace at best second- and third-best remedies rather than first-best remedies for the alleged problems. Moreover, they ignore the extreme difficulty associated with ensuring efficient policy response even when it seems to be theoretically warranted. Fear of oil imports is premised on pernicious myths that have long distorted energy policy. The U.S. defense posture probably would not be altered by reducing the extent to which oil is imported from troublesome regions. Fears about a near-term peak in global oil production are unwarranted, and government cannot help markets to respond properly even if the alarm proved correct. Market actors will produce the capital necessary for needed investments; no “Marshall Plans” are necessary. Price signals will efficiently order consumer behavior; energy-consumption mandates are therefore both unwise and unnecessary. Finally, more caution is needed regarding the case for public action to address global warming. The omnipresent calls for more aggressive energy diplomacy are misguided. Economic theory validated by historical experience implies that the diplomatic initiatives are exercises in futility because they seek to divert countries from the wealth maximization that is their goal. Similarly, the search for favorable access to crude oil is futile. Despite their popularity, rules to force reductions in energy use lack economic justification. Attacks on American oil companies and speculators seek to shift blame to those subject to U.S. government control from the uncontrollable foreign oil-producing governments that are truly to blame.

Picking Winners Link
The government fails at picking winners and losers- turns case
Green ’12 (Kenneth P. Green, Resident scholar at the American Enterprise Institute, “Government Is a Lousy Venture Capitalist”, http://www.american.com/archive/2012/february/government-is-a-lousy-venture-capitalist, February 24, 2012)

While government has a legitimate and valuable role in basic science, technology, engineering, and mathematics research, it is a lousy venture capitalist and is largely incapable of picking winning technologies in the market. In their article, “Lessons from the Shale Revolution,” Ted Nordhaus and Michael Shellenberger suggest that the success of hydraulic fracturing validates the idea that government “investment” is a reasonable and effective way to advance technology and to outperform market actors in finding and bringing cool new things to fruition. President Obama made the same argument in his 2012 State of the Union address, giving almost complete credit for hydraulic fracturing to Uncle Sam: The development of natural gas will create jobs and power trucks and factories that are cleaner and cheaper, proving that we don’t have to choose between our environment and our economy. And by the way, it was public research dollars, over the course of 30 years, that helped develop the technologies to extract all this natural gas out of shale rock–-reminding us that government support is critical in helping businesses get new energy ideas off the ground. Nordhaus and Shellenberger come down unequivocally on the president’s side of this argument: In fact, virtually all subsequent commercial fracturing technologies have been built upon the basic understanding of hydraulic fracturing first demonstrated by the Department of Energy in the 1970s. They also suggest that the same approach will foster the development of renewable energies such as wind and solar power: Indeed, once we acknowledge the shale gas case as a government success, not a failure, it offers a powerful basis for reforming present clean energy investments and subsidies. This argument is a direct contravention of the conventional wisdom that while government has a legitimate and valuable role in basic science, technology, engineering, and mathematics (STEM) research, it is a lousy venture capitalist and is largely incapable of picking winning technologies in the market. Critics of the government’s claim of credit argue, in essence, that the government pulled a Ferris Bueller: They saw a parade in progress, hopped up on a float, and started singing loudly and gesturing broadly. Now, they claim credit for the entire parade. This is a fairly common practice. Quite recently, President Obama claimed credit for increased oil and gas production in the United States, despite it being blatantly obvious that the increases came from state and private, not federal, lands. But for argument’s sake, let’s stipulate to the premise that hydraulic fracturing technology represents a great government success. What can we learn from this shining example? Not much, for two reasons: 1) One winning game does not a champion make. Nordhaus and Shellenberger take the fracking example in isolation, and ignore persuasive literature showing that “industrial policy” (the formal term for government picking winners and losers) has a history of abject failure. Some, such as Terence Kealey at the University of Buckingham, point out that Japan’s efforts at industrial policy (through an agency called MITI) were simply a disaster: MITI, far from being a uniquely brilliant leader of government/industrial partnership, has been wrong so often that the Japanese themselves will concede that much of their growth derives from industry’s rejection of MITI guidance. MITI, incredibly, opposed the development of the very areas where Japan has been successful: cars, electronics, and cameras. MITI has, moreover, poured vast funds into desperately wasteful projects. Thanks to MITI, Japan has a huge over-capacity in steel—no less than three times the national requirement. This, probably the most expensive mistake Japan ever made in peacetime, was a mistake of genius because Japan has no natural resources: it has to import everything; the iron ore, the coal, the gas, the limestone, and the oil to make its unwanted steel. (p.111) Kealey points to a comprehensive study of MITI interventions between 1955 and 1990, observing that: Richard Beason of Alberta University and David Weinterin of Harvard showed that, across the 13 major sectors of the economy, surveying hundreds of different companies, Japan’s bureaucrats almost invariably picked and supported the losers. (p.111) As Obama’s own economic adviser Larry Summers pointed out, the government is a bad venture capitalist. It has no greater ability to pick winners than does any private individual, but it can be far more reckless in its “investments” because there is no penalty for wasting money, and because it can use state force to favor cronies and rig outcomes. Sure, the government invested in hydraulic fracturing, but were their investments key to its success, or are they simply claiming credit for an accidental situation where something went right? Based on the evidence, the latter is more likely than the former.
Cronyism Link
Turn- Cronyism- the plan causes corruption- trades-off with competition
Boskin ’12 (Michael J. Boskin, a professor of economics at Stanford and a senior fellow at the Hoover Institution, serves on the board of directors of Exxon Mobil Corp. He chaired the Council of Economic Advisers under President George H.W. Bush, “Washington's Knack for Picking Losers”, http://online.wsj.com/article/SB10001424052970204883304577221630318169656.html, February 15, 2012)

Like the mythical monster Hydra—who grew two heads every time Hercules cut one off—President Obama, in both his State of the Union address and his new budget, has defiantly doubled down on his brand of industrial policy, the usually ill-advised attempt by governments to promote particular industries, companies and technologies at the expense of broad, evenhanded competition. Despite his record of picking losers—witness the failed "clean energy" projects Solyndra, Ener1 and Beacon Power—Mr. Obama appears determined to continue pushing his brew of federal spending, regulations, mandates, special waivers, loan guarantees, subsidies and tax breaks for companies he deems worthy. Favoring key constituencies with taxpayer money appeals to politicians, who can claim to be helping the overall economy, but it usually does far more harm than good. It crowds out valuable competing investment efforts financed by private investors, and it warps decisions by bureaucratic diktats susceptible to political cronyism. Former Obama adviser Larry Summers echoed most economists' view when he warned the administration against federal loan guarantees to Solyndra, writing in a 2009 email that "the government is a crappy venture capitalist." Markets function well when the returns are received and the risks borne by private owners. There are, of course, exceptions: Governments have a responsibility to fund defense R&D and other forms of pre-competitive, generic R&D—e.g., basic science and technology from nanoscience to batteries—but only when they pass rigorous cost-benefit tests and maintain a level playing field among alternative commercial applications. For example, the computer-linking technology that created the Internet was funded by the Defense Department for defense purposes. But, like numerous defense technologies, it wound up with commercially valuable civilian applications. Yet it would be foolish for the government to subsidize a particular search engine or social-networking platform. The previous peak for U.S. industrial policy was in the 1970s and 1980s, when many Democrats wanted to emulate the then-growing Japanese economy by managing trade and directing specific technology and investment outcomes. Japanese subsidies mostly went to old industries like agriculture, mining and heavy manufacturing. We now know that this misallocation of capital was one of the main reasons for Japan's stagnation over the past two decades. Enlarge Image Martin Kozlowski Industrial-policy fever waned after the 1980s but never died. President George W. Bush expanded ethanol mandates and pushed hydrogen cars. Hydrogen's use for transportation must still overcome combustibility concerns, or we'll be driving mini-Hindenburgs. The Bush and Obama administrations bet big on ethanol and other biofuels, providing subsidies that distorted the global market for corn. The federal government was forced to drop its cellulosic ethanol quota by 97% last year because of a lack of viable biorefineries—and the quota still wasn't met. Even under optimistic projections, heavily subsidized wind and solar would each amount to a tiny fraction of global energy by 2030 and thus cannot be the main answer to energy-security or environmental problems. The short-run focus of most Department of Energy funding misses the main strategic imperative: We need alternatives that can scale to significance long-term without subsidies, and we need a lot more North American oil and gas in the meantime. Mr. Obama is spending immense sums for subsidies to particular industries and technologies, almost $40 billion for clean-energy programs alone (some, appropriately, for pre-competitive generic technology.) Yet a large number of prominent venture-capital funds are devoted to alternative-energy providers. They should be competing with each other and with the technologies they seek to replace—not for government handouts. Meanwhile, the administration blocks shovel-ready private investment such as the Keystone XL pipeline from Canada to the Gulf Coast, which would create thousands of American jobs, increase energy security, and even improve the environment. The alternative is shipping the Canadian oil to China; we can refine it more cleanly than the Chinese, and pipelines are safer than shipping. America certainly has energy-security and possible environmental concerns that merit diversifying energy sources. More domestic oil and natural gas production will clearly play a large role. The shale gas hydraulic fracturing revolution—credit due to Halliburton and Mitchell Energy; the government's role was minor—is rapidly providing a piece of the intermediate-term solution. The arguments to promote industrial policy—incubating industries, benefits of clustering and learning, more jobs, etc.—don't stand up to scrutiny. Echoing 1980s Japan-fear and envy, some claim we must enact industrial policies because China does. We should remember that Presidents Lyndon Johnson and Richard Nixon wanted the U.S. to build a supersonic transport (SST) plane because the British and French were doing so. The troubled Concorde was famously shut down after a quarter-century of subsidized travel for wealthy tourists and Wall Street types.
Displacement Link
Turn- displacement- The aff causes a net trades-off with private capital- kills investment
Green ’12 (Kenneth P. Green, Resident scholar at the American Enterprise Institute, “Government Is a Lousy Venture Capitalist”, http://www.american.com/archive/2012/february/government-is-a-lousy-venture-capitalist, February 24, 2012)

2) Displacement is not addition. Studies show that government “investment” in applied research and development does not add new money to the pot, it displaces private capital, and does so disproportionally. When government steps in, it displaces more money than it throws in the pot. Again, Kealey sums it up well using a study by the OECD: Furthermore, regressions including separate variables for business-performed R&D and that performed by other institutions (mainly public research institutes) suggest that it is the former that drives the positive association between total R&D intensity and output growth... The negative results for public R&D are surprising and deserve some qualification. Taken at face value, they suggest publicly performed R&D crowds out resources that could be alternatively used by the private sector, including private R&D. There is some evidence of this effect in studies that have looked in detail at the role of different forms of R&D and the interaction between them. (p.19) Kealey’s own research agrees: Moreover, the OECD does not stand alone: at least two other researchers, Walter Park of the Department of Economics at the American University at Washington, D.C., and myself, have found—by similar surveys of OECD data—similarly damaging effects of the government funding of research and development. Government, like a really bad surgeon, sings the praises of patients it heals and buries those it mangles, quietly when it can, and loudly blaming others when it can’t. As Frédéric Bastiat explained some 150 years ago, economic actions have both seen and unseen consequences. Fans of industrial policy are keen to point out the seen, and never countenance the unseen waste and opportunity costs. I gladly walk with Nordhaus and Schellenberger when they argue that supporting basic research in STEM fields is a valid, important, and often beneficial governmental activity. However, we fall out of step when they start endorsing industrial policy and having bureaucrats pick winners and losers in the market.
Tax Credit Link
Tax policies function as the equivalent as subsidies- cause distortion and government corruption
Loris ’11 (Nicolas Loris is a policy analyst in the Thomas A. Roe Institute for Economic Policy Studies at The Heritage Foundation, “Real Energy Tax Reform Eliminates Subsidies”, http://www.heritage.org/research/reports/2011/11/real-energy-tax-reform-eliminates-subsidies, November 3, 2011)

Targeted tax credits have become a popular and prevalent method for the government to award preferential treatment to certain energy industries. Over the past decade, the number of tax preferences for the production and consumption of government-picked energy technologies has expanded considerably.[1] This favored tax treatment acts as a subsidy by favoring one industry or technology at the expense of another. Such political decisions misallocate resources, waste taxpayer dollars, and prematurely force technologies into the marketplace, while taking away the incentive to lower costs. Some Members of Congress are pushing to extend and expand energy tax subsidies, but eliminating them would be best for American producers, consumers, and taxpayers. The Energy Freedom and Economic Prosperity Act of 2011(HR 3308)sponsored by Representative Mike Pompeo (R–KS) would do just that, while lowering the corporate tax rate to encourage investment and spur economic growth in America. Not the Right Kind of Tax Cut Lower tax rates are good, but using the tax code to pick winners and losers is not, and it has a number of adverse effects on the economic system. Special tax credits for politically picked technologies artificially reduce the price for producers and consumers—and those costs are picked up by the taxpayer. Rather than increasing competition, the energy tax subsidy distortion gives these technologies an unfair price advantage over other technologies and allocates labor and capital away from other areas of the economy where it could be used more efficiently. In effect, by politically picking winners, these tax credits crowd out investment and make it difficult for new technologies that do not receive a handout from the government to enter the market. Furthermore, targeted tax credits move the decision-making process away from the market and consolidate power with policymakers and lobbyists, who then determine who produces what products. Companies seeking special tax treatment justify their handouts by convincing Congress that they need only a small subsidy for a limited time until their technology becomes profitable. Inevitably, successful requests for subsidies beget more requests, and soon the companies call for tax credit expansions or extensions. Ethanol is a prime example of a policy that has enjoyed preferential tax treatment for decades, and when the 2004 Volumetric Ethanol Excise Tax Credit (VEETC) was set to expire at the end of 2010, Congress extended the credit yet another year. Now the corn lobby is pushing for tax credits for blender pumps and infrastructure technology to further push ethanol onto the market. The industry’s continual clinging to taxpayer-funded handouts is a result of receiving the initial tax credit. Once an industry secures the initial tax credits, it will push hard to keep them from expiring, since it either keeps the business afloat or pads the bottom line. In the event that the tax credit goes to a market-viable industry, it still has harmful effects. The tax subsidy: Offsets private-sector investments that would have been made instead and wastes taxpayer dollars, Creates industry complacency and perpetuates economic inefficiency by disconnecting market success from production costs, and Provides policymakers the ability to tout the tax credit as a success, thereby increasing the likelihood of Members of Congress wanting to expand targeted tax credits with more lobbyists telling them they should do so. Ending Energy Tax Subsidies The Energy Freedom and Economic Prosperity Act of 2011 would remove all distortionary energy tax policy—meaning any tax policy that picks certain industries as winners and losers in the market—by allowing the energy tax credits set to expire at the end of 2011 to expire and by expediting the sunsetting of all other energy tax credits that extend beyond December 31, 2011, to the end of 2012.[2] Furthermore, the legislation would offset those repeals and expedited sunsets with a broad corporate income tax cut. The legislation eliminates the broad array of energy tax credits available today, such as: Transportation Sector. Tax credits exist for alcohol fuels, biodiesels, renewable diesels, hydrogen, and other alternative fuel mixtures, as do credits for certain plug-in electric vehicles, alternative motor vehicles, and alternative vehicle refueling infrastructure. Oil. The oil and gas industry has two directly targeted tax credits that are intended to kick in when the price of a barrel of oil falls below a certain price. One is an enhanced oil recovery tax credit, in which oil producers receive a 15 percent tax credit for costlier methods and technologies, such as injecting liquids and carbon dioxide, into the earth. The other is the marginal well production credit for wells that produce 15 or fewer barrels of oil per day, produce heavy oil, or produce mostly water and fewer than 25 barrels of oil per day. Representative Pompeo’s legislation rightly repeals both tax credits but stays away from broad tax credits the oil industry receives that apply to many industries.[3] Renewable Energy. Throughout the years, Congress changed the Internal Revenue Code to provide a number of tax credits for large-scale and small-scale renewable generation projects including solar, wind, fuel cells, geothermal, and other qualified sources. The legislation also rightly ends the energy grant program. In lieu of receiving a tax credit, section 1603(b) of the American Recovery and Reinvestment Act of 2009 offered a direct grant from the Treasury for 30 percent of a renewable energy project’s qualifying cost. Nuclear. The Energy Policy Act of 2005 provides a 1.8 cent-per-kilowatt-hour tax credit for advanced nuclear power produced during the first eight years of production. Although no producer has taken advantage of the credit—since industry has not built an advanced nuclear reactor that has come online—the bill is right to remove the credit. Qualifying Gasification and Advanced Coal Projects. Tax credits are in place for gasification technologies that use high temperatures to convert coal, petrochemical residue, or biomass into a gas composed primarily of hydrogen and carbon monoxide used for industrial purposes and synthetic fuels. They are also in place for advanced coal projects that use integrated gasification combined cycle, a process that turns coal into gas, or projects that employ carbon capture and sequestration technologies, among other qualifying projects. Lowered Corporate Tax Rate Eliminating these economically unsound tax credits would raise revenue and thus be a tax increase, so the Energy Freedom and Economic Prosperity Act of 2011 would offset the tax increase by requiring the Treasury to lower the corporate tax rate permanently. This would offset the 10-year savings accumulated from permanent elimination of the tax credits. Not only would this ensure that there is no tax increase, but lowering the corporate tax rate would also be sound policy because it would spur investment, create jobs, and increase gross domestic product and capital stock.[4] Important Step to Ending Energy Subsidies Energy subsidies come in a wide variety of forms, including targeted direct expenditures, tax breaks, loan guarantees, and mandates, among others, with tax credits representing a large portion of those subsidies. The Energy Freedom and Economic Prosperity Act would take the country in the right direction: toward removing energy subsidies. Doing so will allow the most efficient technologies that provide the most value to the consumer to reach the marketplace. It is time to stop using the tax code to pick winners and losers in the energy sector.
2NC Bubble Turn Overview
And even if they initially succeed- it still generates a longer-term bubble- supercharges the collapse
Loris and Spencer ’11 (Nicolas Loris and Jack Spencer, Nicolas D. Loris is a Policy Analyst and Jack Spencer is Research Fellow in Nuclear Energy in the Thomas A. Roe Institute for Economic Policy Studies at The Heritage Foundation, “Obama's Department of Energy Should Not Be the Green Banker”, http://www.thecuttingedgenews.com/index.php?article=52893pageid=16pagename=Opinion, October 11th 2011)

Not Stimulating, the Economy The CBO’s cost estimate for CEDA notes that funding would be available for “energy, transportation, manufacturing, commodities, residential, commercial, municipal, and other sectors of the economy.” Expanding the list of potential recipients to include coal with carbon capture and sequestration, natural gas vehicles, and energy efficiency technologies would not make the green bank acceptable. It would simply expand the green bank’s potential to distort more sectors of the economy with subsidized financing. As the subsidies are removed from these green energy industries, they collapse because they were developed in a bubble in which market demand and price signals were muted. The European experience with subsidizing renewable energy is a perfect example. This inevitable confrontation with reality demonstrated that the industry lacks the tools to survive unaided. When faced with a need for drastic budget cuts and job creation, Spain, the United Kingdom, Germany, France, and the Czech Republic decided to reduce subsidies for green energy programs, such as wind and solar energy. As a result, some industries have collapsed and others are either collapsing or face difficult roads ahead. Although each European country has taken a different approach to subsidize green technologies, the results have been the same: Artificially propping up industries by reallocating labor and capital toward uncompetitive projects, forcing higher energy prices on ratepayers, and failing projects are costly to the economy and the taxpayer. Protecting Taxpayers and the Economy Congress should resist the temptation to distort the energy market even further. Specifically, Congress should refuse to expand loan guarantee programs or to implement any new capital subsidy programs, whether through CEDA or the infrastructure bank. American taxpayers cannot afford these programs, and they would put taxpayers on the hook for an untold number of projects that could fail. Even if the selected projects succeed, such programs give preferential treatment to those companies lucky enough to receive a loan guarantee from the government and increase the opportunity for and likelihood of fraud and corruption. The government needs to stop trying to pick winners and losers in the marketplace.
And green bubble collapse spills over to other sectors- tanks the economy
Ruppert ’10 (Michael C. Ruppert is an American author, a former Los Angeles Police Department officer, and investigative journalist and peak oil advocate, “Michael Ruppert: “Beware the Green Investment Bubble”, http://www.chelseagreen.com/content/michael-ruppert-beware-the-green-investment-bubble/, April 11, 2010)

The following is an excerpt from Confronting Collapse: The Crisis of Energy and Money in a Post Peak Oil World by Michael C. Ruppert. It has been adapted for the Web. There is much popular talk about the coming new Green Economy; about how America will rebuild itself to new and undreamed-of prosperity by building an economy based on alternative, carbon-free or low-carbon energies. We have already seen how problematic some alternative energy sources are, but that’s only half of the problem. The other half is the fact that all these green energy companies are going to issue stock, borrow money and commit themselves to endless growth because they will function in the same economic paradigm that governs everything else. They’re screwed before they even get out of the gate, especially for the brief interval where oil will stay below $100. In the Peak Oil movement we have called this “The Bumpy Plateau” for more than a decade. Any attempt at economic recovery will result in an immediate oil price spike in the face of depletion, which will kill the recovery and take another, deeper bite out of what was left when the recovery started. It would be unwise to instantly forget what happened with the dot-com and housing bubbles. Both were illusions and well-orchestrated wealth transfers from the middle and lower classes to the wealthiest people in the country. The housing bubble was created and fanned white-hot by intentionally deregulating the mortgage industry, fraud and a host of crimes which sucked people into buying homes they could not afford and could never hope to pay for. A ton of money was created and it went to the people who ran the schemes: the largest banks, mortgage lenders and political campaign donors. When that bubble collapsed, the taxpayers were asked to bail out first Bear Stearns and then Fannie Mae and Freddie Mac at total costs that will top $1 trillion dollars before counting the October 2008 bailout of $800 billion and all those that followed under many deliberately confusing names into the first quarter of 2009. As I write, the total “value” of various U.S. government bailouts has topped $10 trillion. This doesn’t count the U.S. banks that have failed and are going to fail before banks are inevitably nationalized. Those are the same banks where green energy companies will be forced to look for financing. Personally, I think that the sooner the big banks fail, the sooner people can get to devising local currencies, which is what they’ll need to survive anyway. It is imperative to start that process while bridges are still standing and fresh water still runs. We need to start the transition to local currencies while there is still electricity and while fiber-optic cables are maintained and relatively new; while airlines fly and cell phones operate. None of the above takes into account all the cash that homebuyers put into down payments initially. That money was lost too. That’s the same thing as the money that gullible investors poured into the dot-com bubble. The ones at the bottom of the pyramid are always us, and it is always our money that disappears first. The current monetary paradigm offers no other option. The above does not address the equity (energy) that was lost in each collapse. These are real costs. In the market crash of 2002 and 2003 (which I accurately predicted, saying it was only a precursor to today’s events) hundreds of billions of dollars of shareholder equity were destroyed by the fraud of major corporations. Those dollars represented a lot more energy than what circulates today. The Federal Reserve has doubled its capitalization in less than a year, having left it alone for the previous nine decades. The equity was destroyed, but the wealth was transferred. And equity is where wealth resides in the dying economic paradigm. There may be 40% less equity in the Dow Jones than there was in late 2007, but there is more equity that has been hidden and disguised by those who hold it. But even wealth transfers have a law of entropy. This is not a case where all those investments were converted 1:1 into some other form. The elites who thought they were immune are going down too, like dinosaurs who cannot grasp their impending extinction. Even the Oracle of Omaha, Warren Buffet, has discovered himself mortal. As the networks blithely talked about shareholder equity that was lost at the beginning of the collapse, they almost never mentioned how many billions of dollars pension funds, other institutional investors and individuals put back in to the markets when they bought more shares at newly lowered prices. When bubbles burst, those on the bottom literally pay twice. The first time, when they buy stocks that later tank, and again when they purchase new shares, hoping to make up for the equity they lost when the previous bubble burst. Does this sound like an out-of-control gambling addiction to you? What happened was that the people at the top got “their” money out, at the top. They sold their shares before the bubble burst. That’s why they call it “pump and dump.” An American president cannot let this happen with a “Green Economy” for three reasons. First, the Treasury is empty and the United States now has its largest budget deficit ever, with the national debt exceeding $11 trillion. It doesn’t have many bailouts left, and these do absolutely nothing to solve the fundamental problem. They only impair the system’s ability to respond to new challenges, like feeding you when the time comes. Second, the infrastructure costs to assist in some kind of stable transition and to maintain basic services as oil and gas fade away are going to be astronomical. Third, the Green Economy has got to produce and deliver useable solutions quickly. We cannot afford energy bridges to nowhere that make great profit for investors but provide little or no real-world benefit. If the Green Economy doesn’t do this, then the nation will be left with a non-functioning energy infrastructure. Beware of Greenwash hype. A new level of oversight by the Securities and Exchange Commission (SEC), managed directly by the White House, is going to be essential. There will need to be the equivalent of a Good Housekeeping Seal of Approval for alternative energy companies which says that what they are selling will actually work. We know what to look for. The financial folks who will organize and fund the Green Economy will—as a matter of course—be of the same discipline, with the same priorities, trying to meet the same requirements as the folks who gave us Enron, WorldCom, Tyco, Bear Stearns, Fannie Mae, Freddie Mac, Lehman Brothers, Citigroup, AIG, and Washington Mutual. If the Green Economy is to be any real help, it must have, as its only mandate, the development and delivery of alternative energy supplies and infrastructure and getting it to the American people in an efficient and speedy manner. This will require a fundamental change in the way money works, and it will be directly addressed in the proposed policies which follow.



Futures Market Links
Government subsidies distort speculative investors- disrupt financial energy markets
Spence and Prentice ’12 (David B. Spence: Associate Professor of Law, Politics, and Regulation, McCombs School of Business, 
University of Texas at Austin, and Professor of Law, University of Texas at Austin, Robert Prentice: Ed and Molly Smith Professor of Business Law, McCombs School of Business, University of Texas at Austin, Boston College Law Review, 
Volume 53 | Issue 1 Article, “The Transformation of American Energy Markets and the Problem of Market Power”, http://lawdigitalcommons.bc.edu/cgi/viewcontent.cgi?article=3184&context=bclr, January 1, 2012)

Putting aside the presence of local opposition or regulatory barriers to entry, construction of new generating capacity is a complicated business proposition, one fraught with what investors call “political risk.” Virtually every segment of the industry faces the possibility of regulatory change that could alter market fundamentals. Government provides a bewildering array of subsidies and assistance to virtually every fuel source used to generate electricity.326 And, these programs come and go quickly,327 which makes it difficult for prospective investors in new capacity to be sure that their plants will be cost competitive compared to those of their current and future competitors. Nor is the demand side of the equation much more certain. New programs designed to promote energy efficiency, for example, could reduce demand for electricity by more than twenty percent, if implemented.328 All of this uncertainty can make it exceptionally difficult for a prospective developer of a new generating plant to estimate future project revenues. The prospective generator may face the prospect of selling all of its energy in a spot market, and may be cost-competitive in that market only during periods of peak demand. In that case, it may need peak rates to be higher than the FERC-imposed mitigation rate cap, even if that cap provides excessive scarcity rents to existing sellers. 
Energy market instability causes energy price spikes and volatility- generates larger bubbles- turns case
Krapels ‘7 (Edward N. Krapels, Special Advisor Financial Energy Markets Energy Security Analysis, Inc. Wakefield, Massachusetts, “Testimony Before a Joint Heating of the U.S. Senate Permanent Subcommittee on Investigations of the Committee on Homeland Security and The Governmental Affairs and the Subcommittee on Energy of the Committee on Energy and Natural Resources”, “Financial Energy Markets and the Bubble in Energy Prices: Does the Increase in Energy Trading By Index And Hedge Funds Affect Energy Prices?”, December 11, 2007)
 
BACKGROUND: THE “FINANCIALIZATION” OF ENERGY MARKETS Do financial energy markets affect the level and the volatility of oil and gas prices? We use the term “financial energy markets” here to mean the collective of trading arenas in which forward energy prices evolve from trades on (1) formal traditional exchanges (notably the New York Mercantile Exchange), (2) new forms of exchanges that combine traditional and over-the-counter transactions (notably, the Intercontinental Exchange), and (3) bilateral energy contracts whose prices are indexed to those of the exchanges. Discussions within the oil and finance community reflect various perspectives on this issue. The discussions raise a very important question: did the increase in oil prices to almost $100/barrel and natural gas prices above $10 per MMBTU in 2006 and 2007 reflect classic commodity “bubbles” in which financial markets played a distinct, sui generis role ; or a “new regime” of permanently higher prices brought about by sharp increases in demand and enduring changes in supply, which pushed both crude oil and natural gas into suddenly much higher marginal production costs? As always, the answers are not mutually exclusive. We may be living in a period when there has been a “perfect storm” of conditions conducive to higher energy prices. This is obviously an enormously complication question. The number of dollars involved in energy futures and over the counter markets (collectively, the energy derivatives markets) is measured in the hundreds of billions. The physical oil market is global in scale, and information about global oil stocks and flows is notoriously incomplete. The flow of investor funds into commodities; into the fuels segment of commodities; into individual fuels; and from the long to the short side of particular markets is also immense and has been growing rapidly in the last five years. The question the House and Senate committees are exploring this week is whether the increase in the volume and open interest in oil and gas derivatives markets has a significant impact on world crude oil and petroleum product prices, and on U.S. natural gas prices. I believe this is likely to be one of those questions that – to use Gregory Treverton’s useful distinction -- is a mystery, rather than merely a puzzle. In their formal capacities, economists are trained to treat problems as puzzles, amenable to rational analysis. That requires enough information to move the problem from the mists of mystery to the brighter lights of puzzles. There are reasons to believe that condition does not exist, yet, in this case. How do financial energy market activities influence energy prices? In articles I have published on this issue , I have compared the “flow of funds” of the magnitude we are seeing today to a new wave of buyers and sellers interested in oil and gas. Could that flow have created a “bubble” in oil and gas prices in 2005, 2006 and 2007? Examples of such bubbles abound. From Dutch tulip markets in the 1600s to Internet equities in the 2000s and the subprime mortgage crisis today, asset classes routinely go through booms and busts created – not by any change in the costs of production or technological change in the value added by consumption – but purely by virtue of a change in investors’ desire to own the asset. There were forward and derivative instruments in oil markets as far back as the 1860s, but they were not as ubiquitous and as easy to use as those available today. Before the advent of modern financial markets, the desire to own oil could manifest itself in only limited ways. One could hoard physical barrels of oil, put them in storage, and sell them at a later date (at a profit or a loss). Or, one could buy the equity or debt instruments of oil producing companies. Beginning in the 1980s, the emergence of a viable and liquid futures market for oil made it much easier for investors and traders to deal in the commodity: they could buy or sell contracts, settled by an Exchange. U.S. natural gas followed suit in the early 1990s. Like any other futures market, the oil and gas futures markets allow one class of participants to hedge, and another class of participants to speculate. Speculators play an important role: they allow hedgers to put aside the risk of commodity price fluctuations to others better able or more willing to live with them. Oil and gas producers and consumers are hedgers, small traders and larger financial institutions, like hedge and private equity funds, some investment banks, and specialized energy trading outfits, are speculators. Even though many crude oil and natural gas producers, oil refiners, and petroleum product and natural gas consumers do not hedge, the fact remains that New York Mercantile Exchange (NYMEX)-traded West Texas Intermediate (WTI) crude oil and Intercontinental Exchange (ICE) –traded Brent crude oil, American and European heating oil and gasoline, and U.S. natural gas contracts have become benchmarks of both physical commodities and financial assets whose price fluctuations affect the economics of the entire energy industry as well as those buying services from that industry. Thus, even purely commercial participants in oil and gas markets are just as affected by the force of financial energy markets as are the speculators and hedgers that use them every day. Beginning in the 1990s, some participants in oil and gas markets began to suspect that the trading behavior of institutional speculators was influencing prices. These speculative organizations had been minor participants in the financial oil markets since the crude oil contract was launched in 1984. By the mid-1990s, however, the number of financial investors trading crude oil contracts began to increase rapidly. The increase was not confined to oil: to the contrary, one can only understand the phenomenon, and how to deal with it, if one understands the larger investment picture in global financial markets. With the wide array of contracts and assorted rules on leveraging trades, international financial markets have become extremely complicated. In every economy, wealth is held in the form of land, precious metals, goods, and financial instruments like stocks, bonds, currency holdings, and futures contracts. The stock of wealth, on a global scale, has to be tallied in the hundreds of trillions of dollars. The largest shares are in the United States, Japan, and Western Europe. If the stock of global wealth can be measured in the hundreds of trillions of dollars, the flow of funds – which no single institution measures systematically – amounts to several trillions of dollars over the course of a year. Thus, a Japanese investor may sell his real estate in Tokyo in order to buy stocks in Malaysia, or U.S. Treasury Bills, or crude oil futures contracts, or a trunkful of gold or silver. He may also deposit his funds in a bank, which then makes loans, engages in swaps, and sells futures and options in the over the counter markets. This intricate web of investments, loans, and derivatives has grown exponentially over the last ten years. Parts of this web are always under some pressure. There is almost always a small meltdown or bubble somewhere. In 1998 and 1999, the meltdowns were very large indeed. Asian equity, real estate, and currency markets collapsed. In 2001, the meltdown occurred in U.S. and global equity markets in the spring of 2000. Meltdowns can happen anywhere. In late September 1998, reports began to circulate of a successful effort by the New York Federal Reserve Bank to orchestrate a $3.5 billion bailout of a hedge fund (Long Term Capital). According to new reports, “Wall Street’s biggest power brokers agreed to prop up one of their most aggressive offspring, Long-Term Capital Management, L.P., a highflying hedge fund that was on the verge of collapse.” According to the Wall Street Journal, one of the “hotly debated topics” in the meeting that reached the accord to bail out the Fund was that its failure “would put the entire financial system at risk” because the Long Term Capital had leveraged its several billion dollars of investment capital into a market position that at times exceeded $100 billion. FINANCIAL MARKETS AND ENERGY FUNDAMENTALS Some authoritative observers – like former Federal Reserve Chairman Alan Greenpsan and eminent oil economic Robert Mabro -- believe the financial markets have a sui generis impact on oil prices. If so, there must be “fundamentals of paper markets” that one must assess along with the fundamentals of the physical markets in order to obtain a complete view of oil pricing dynamics. Others are more skeptical, believing that futures and forward prices reflect entirely information about the fundamentals of the physical market. Some of those who believe the financial markets have a sui generis impact on prices are advocating stricter regulation of energy trading activities. Given the ease of international capital movements, however, it is unclear whether regulation in and by the United States would have much effect: squeezing one part of the energy trading balloon may only cause the bubble to appear elsewhere. Discussions within the oil and finance community reflect various perspectives on the issue: do oil prices above $50/barrel and natural gas prices above $5 per MMBTU reflect classic commodity “bubbles” in which financial markets played a distinct, sui generis role, or a “new regime” of permanently higher prices brought about by sharp increases in demand, which pushed both crude oil and natural gas into suddenly much higher marginal production costs. Recognizing that both financial and physical dynamics are always at play, the issue nevertheless is whether the financial dynamics have a distinct and measurable role. The bubble argument suggests that developments in financial energy markets (especially the increase in cash under management of hedge and other funds, and the decisions of index-oriented funds to take long positions in commodities, including energy) may have precipitated a classic period of “too many buyers chasing too few sellers” of financial oil instruments. Such periods of “excess demand” have occurred hundreds of times in competitive markets over the course of centuries. Once oil and gas developed futures and forward market instruments, with all of the fungibility characteristics of such instruments, they too became prey to purely financial bubbles. The potential for such bubbles increased in recent years because of the massive scale of increased involvement of financial institutions that heretofore had not been significant players in the energy space. For example, Robert Mabro argues that “Econometric models show that the net position of the so-called ‘non-commercial traders’ is correlated with the subsequent direction of price changes. In other words, when the non-commercial entities hold a net long position (they are betting on a price rise) prices often do rise. And the opposite impact occurs when these entities hold net short position. Is it not odd that the non-commercial players (meaning very broadly the non-oil companies) should lead and the commercial entities (broadly speaking oil or energy companies, oil users and oil-related agents) should follow in what is supposed to be an oil market?” Others believe in variations of a “new regime” argument that has two dimensions. On the supply side, they would argue that there has been a permanent movement up the oil and gas production cost curve caused by a lack of investment by and in the petroleum extraction industry. On the demand side, there has been an increase in the rate of growth in oil and gas demand (the oil side mostly from Asia; the gas side mostly from increases in the use of combined cycle gas turbines). Taken together, the new regime is characterized by increases in demand for oil and gas that exceed the increase in supply. Thus, the new regime argument indicates it was inadequate investment in production, not excess investment in financial energy markets, that was primarily behind the massive price increases of 2000 – 2006. In the oil market, many focus on the fact that spare crude oil production capacity has diminished, and there have been additional concerns over supply adequacy caused by the increasingly prominent “peak oil” thesis. Such long-term concerns can explain why market participants have bid up the price at the back of the forward curve. Sellers at the back end of the curve may believe the peak oil argument is overblown, and that in any event marginal cost does not set the crude oil price. A third and more nuanced view – in some variations related to Peak Oil – argues that the world has exhausted most of the oil that is available at finding costs of less than $10/barrel. This leads to a traditional, increasing-marginal-cost explanation for higher oil prices. The chart above presents the relationship between production cost, oil already produced, and the marginal costs of alternatives to “cheap oil” as seen by the International Energy Agency (IEA). The IEA supply curve indicates that there are 5 trillion barrels of oil available at “economic prices” of less than $70/bbl (in 2004 dollars). If this is correct, and the oil extraction business still responds to economic opportunities, then the market prices of $70/barrel reached in 2006 were unsustainable, and constituted a classic commodity “bubble.” The financial energy markets, by providing such convenient vehicles for the financial expression of views about oil scarcity, will have contributed to the bubble. The IEA supply curve is a useful tool for pointing out that the quantity of “OPEC ME” (OPEC Middle East) available oil is curtailed by instability (as with Iraqi oil), failure to maintain fields properly (as some believe is the case with Iranian reserves), and deliberate under-production of available reserves by governments who have decided that their nations’ discount rates are very, very low. The conundrum is that there is still a great deal of oil in the “OPEC ME” category, available for exploitation at less than $15/bbl, but there are political constraints on its expeditious production. Those who invest in more expensive oil are essentially taking a political gamble that this oil will continue to be held off the market, making it economical to invest in the production of more expensive conventional and unconventional oils. In essence, they are speculating on the assumption that the sub-$15 barrels are no longer on the margin. […]  The fact is that financial markets offer a variety of participants, each with its own directives and trading strategies. Therefore, the effects of the oil trades of these participants would rarely flow in the same direction. An analysis of the long-term relationships between any particular group of traders and the price of oil or gas, therefore, is unlikely to provide much insight. More fundamentally, it would be naïve to expect any sustained causation between trading strategies and prices. Some trading strategies are based on the belief that markets eventually maintain fundamental relationships, and trades reflecting that belief can act as stabilizers to the market, and slow a market’s adjustment to new developments. Chartists and trend traders, in contrast, can push the market quickly to new levels and can exaggerate price moves. Macro funds provide a linkage between commodity markets and other global investment markets. Fundamental commodity funds may actually enable futures prices to reflect the current expected future outcome, where current publicly available information is inadequate or inadequately distributed. There are, nevertheless, several areas where causation should not be dismissed, all of them consistent with normal economic analysis: 1. Perfect storm episodes: there are likely to be periods of time when the condition of the physical energy market and trading strategies of financial market participants are in such good alignment as to produce “herding” and “bubbles” or their opposite, crashes. 2. Variations on the market power syndrome: It is possible that the positions of some market participants – index funds as one example – are so large as to constitute witting or unwitting market power. A large-scale infusion or retreat from any of the various positions very large index funds might have price effects. The contract volumes involved in such shifts may -- in the scale of oil trading -- be quite large, but in the scale of money under management by these funds, be quite small. The index funds may be the “elephants in the bathtub” – especially in the long-dated markets. Analysts have traced developments in total open interest in the WTI futures contract and the price of prompt WTI. 





Turns Foreign Policy Impacts
And bubble collapse turns America’s foreign policy agenda- turns their X impacts
Victor and Yanosek ’11 - professor at the School of International Relations and Pacific Studies; AND*** Yanosek – MBA from Harvard (Victor, David G. Yanosek, Kassia. “The Crisis in Clean Energy: Stark Realities of the Renewables Craze”. August, 2011. Proquest)

After years of staggering growth, the clean-energy industry is headed for a crisis. In most of the Western countries leading the industry, the public subsidies that have propelled it to 25 percent annual growth rates in recent years have now become politically unsustainable. Temporary government stimulus programs-which in 2010 supplied one-fifth of the record investment in clean energy worldwide-have merely delayed the bad news. Last year, after 20 years of growth, the number of new wind turbine installations dropped for the first time; in the United States, the figure fell by as much as half. The market value of leading clean-energy equipment manufacturing companies has plummeted and is poised to decline further as government support for the industry erodes. The coming crisis could make some of the toughest foreign policy challenges facing the United States-from energy insecurity to the trade deficit to global warming-even more difficult to resolve. The revolution in clean energy was supposed to help fix these problems while also creating green jobs that would power the economic recovery. Some niches in clean energy will still be profitable, such as residential rooftop solar installations and biofuel made from Brazilian sugar cane, which is already competitive with oil. But overall, the picture is grim. This is true not only for the United States but also for the rest of the world, because the market for clean-energy technologies is global. 

China
This takes out the affirmative- relations are an unstable river- nothing will make China and the US fight
Feffer ’12 (John Feffer, February 21, 2012, Our Man in Beijing? http://www.fpif.org/articles/our_man_in_in_beijing?utm_source=feedburner&utm_medium=feed&utm_campaign=Feed%3A+FPIF+%28Foreign+Policy+In+Focus+%28All+News%29%29

When Hu Jintao took over as the leader of China in 2002, U.S. companies welcomed his accession as a “good sign for American business.” Political analysts described Hu as a fourth-generation member of the Communist party leadership who might very well turn out to be a “closet liberal.” Playing it safe, the media tended to portray him as a pragmatic enigma. In the wake of 9/11 and high-level cooperation on counter-terrorism, Hu proved to be a reliable U.S. partner, prompting Colin Powell to remark in 2003 that U.S.-China relations were the best since 1972. It didn’t take long, however, before the media and the punditry turned sour on Hu. By 2005, The Economist was labeling him a “conservative authoritarian” for tightening party discipline and cracking down on intellectuals. Hu also came under fire for holding firm against the United States around disputes over trade, currency, intellectual property, and human rights. On counter-terrorism, U.S.-Chinese interests converged. But on this issue and most others, Hu turned out not to be a closet liberal at all. And when it came to prosecuting the “global war on terror,” the Bush administration didn’t want a liberal. Now, with China gearing up for another leadership transition, Hu’s putative successor Xi Jinping has embarked on his own grand tour of the United States. As with Hu, Western sources admit that they don’t know very much about Xi beyond his generally “pro-business” approach. He has a celebrity wife; he doesn’t like corruption; he’s a basketball fan. His father was a Party loyalist until he began to sympathize with the Tiananmen Square protestors. Aside from these tidbits, journalists have been forced to sift through Xi’s U.S. appearances – his meetings with the Obama administration, his return to the Iowa town he visited 25 years ago, his attendance at an LA Lakers game – for clues to the new Chinese leader’s true political nature. Xi Jinping did what he could to frustrate the media. He was careful to tailor his remarks in Washington to satisfy both his Western hosts and his colleagues back home. So, for instance, he spoke of U.S.-Chinese relations as an "unstoppable river that keeps surging ahead" and of Beijing’s willingness to engage with Washington on a broad agenda of issues from counter-terrorism to North Korea. At the same time he was careful to warn his hosts to “respect the interests and the concerns of China.” This latter point, that China has its own national interests, invariably eludes Western observers no matter how often Chinese leaders repeat it. Sure, a Chinese leader might like American basketball or admire American business. But the essential fact is that he leads a political, economic, and military apparatus dedicated to preserving itself and the country’s territorial integrity. The same can be said for the leaders of most countries, including the United States. Certainly no one in Beijing expects the 2012 U.S. elections to produce an American president who embraces state capitalism, a global trade order that disproportionately favors Chinese economic growth, or a ceding of U.S. military position in the Pacific to the up-and-coming superpower. And yet for some bizarre reason, U.S. observers expect the latest Chinese leader to suddenly tear off his clothes and reveal a Captain America suit underneath. China’s national interests are perhaps most visibly on display around security issues. During the early Hu years, the discussion in the West centered on China’s “peaceful rise.” More recently, the talk has gotten darker, as pessimists point to China’s recent purchase of an old Ukrainian aircraft carrier, its ambitions in the South China Sea, its confrontation with Japan over the disputed Senkaku/Diaoyu islands, and of course its increased spending on the military. By 2015, according to IHS Jane’s, Chinese military spending will reach $238 billion, more than all the projected spending in the Asian region as a whole. But there are no real indications that Beijing has abandoned its “peaceful rise” approach. The refurbished aircraft carrier is not terribly impressive (particularly compared to the U.S. Navy’s 10 modern vessels). South Korea and Japan have a similar row over a disputed island, which might lead to the conclusion that it’s Japan, not China, that’s abandoning its “peaceful rise.” China’s claims to islands in the South China Sea, however dubious, are longstanding and date back to the pre-communist era. And it’s been more than 30 years since China has conducted a significant military intervention overseas, an overall pattern of risk-averse behavior it shows no sign of abandoning. In any case, what might tip the region into conflict is not China’s territorial ambitions but climate change. “As sea temperatures in the South China Sea continue to rise, large quantities of fish will migrate north into even more heavily disputed waters,” writes Foreign Policy In Focus (FPIF) contributor Derek Bolton in Shifting Winds in the South China Sea. “As fishermen are forced to follow suit, the probability of future confrontations will increase, raising the likelihood of a more serious conflict.”The United States, meanwhile, continues to outspend China militarily by at least five-fold and is in the midst of a “Pacific pivot” to reorient its security policy away from the Middle East and toward Asia. Increased U.S. military cooperation with Australia, the Philippines, and even Vietnam makes China nervous. China’s increased military spending is not a happy sign, but the leadership believes it has a long way to go before achieving even rough parity with its major rival. The overarching priorities of Chinese leaders remain nationalist: to keep a vast and fractious country together, maintain influence in Taiwan, and ensure a steady supply of energy through its neighboring regions to sustain high levels of economic growth. Hu and now Xi consistently tell their U.S. interlocutors that closer U.S.-Chinese relations are possible and desirable as long as Washington recognizes these national imperatives.
Warming
Pipeline affect means warming is inevitable
Hansen ‘8 (Hansen, head of NASA Goddard Institute and professor of Environmental Sciences, Columbia University, 2008 (James E. Hanson. Head of the NASA Goddard Institute for Space Studies in New York City and adjunct professor in the Department of Earth and Environmental Science at Columbia University. Al Gore’s science advisor. Introductory chapter for the book State of the Wild. “Tipping point: Perspective of a Scientist.” April. http://www.columbia.edu/~jeh1/2008/StateOfWild_20080428.pdf)  

The upshot of the combination of inertia and feedbacks is that additional climate change is already “in the pipeline”: even if we stop increasing greenhouse gases today, more warming will occur. This is sobering when one considers the present status of Earth’s climate. Human civilization developed during the Holocene (the past 12,000 years). It has been warm enough to keep ice sheets off North America and Europe, but cool enough for ice sheets to remain on Greenland and Antarctica. With rapid warming of 0.6°C in the past 30 years, global temperature is at its warmest level in the Holocene.3 The warming that has already occurred, the positive feedbacks that have been set in motion, and the additional warming in the pipeline together have brought us to the precipice of a planetary tipping point. We are at the tipping point because the climate state includes large, ready positive feedbacks provided by the Arctic sea ice, the West Antarctic ice sheet, and much of Greenland’s ice. Little additional forcing is needed to trigger these feedbacks and magnify global warming. If we go over the edge, we will transition to an environment far outside the range that has been experienced by humanity, and there will be no return within any foreseeable future generation. Casualties would include more than the loss of indigenous ways of life in the Arctic and swamping of coastal cities. An intensified hydrologic cycle will produce both greater floods and greater droughts. In the US, the semiarid states from central Texas through Oklahoma and both Dakotas would become more drought-prone and ill suited for agriculture, people, and current wildlife. Africa would see a great expansion of dry areas, particularly southern Africa. Large populations in Asia and South America would lose their primary dry season freshwater source as glaciers disappear. A major casualty in all this will be wildlife.  
Warming Inevitable- XT: Generic

It’s irreversible - it’s too late to stop the greenhouse effect
Harris 9 (Richard, Science Reporter for National Public Radio, Peabody Award Winner, American Association for the Advancement of Science Journalism Award, “Global Warming Irreversible, Study Says,” January 26th, NPR, http://www.npr.org/templates/story/story.php?storyId=99888903)

Climate change is essentially irreversible, according to a sobering new scientific study. As carbon dioxide emissions continue to rise, the world will experience more and more long-term environmental disruption. The damage will persist even when, and if, emissions are brought under control, says study author Susan Solomon, who is among the world's top climate scientists. "We're used to thinking about pollution problems as things that we can fix," Solomon says. "Smog, we just cut back and everything will be better later. Or haze, you know, it'll go away pretty quickly." That's the case for some of the gases that contribute to climate change, such as methane and nitrous oxide. But as Solomon and colleagues suggest in a new study published in the Proceedings of the National Academy of Sciences, it is not true for the most abundant greenhouse gas: carbon dioxide. Turning off the carbon dioxide emissions won't stop global warming. "People have imagined that if we stopped emitting carbon dioxide that the climate would go back to normal in 100 years or 200 years. What we're showing here is that's not right. It's essentially an irreversible change that will last for more than a thousand years," Solomon says. This is because the oceans are currently soaking up a lot of the planet's excess heat — and a lot of the carbon dioxide put into the air. The carbon dioxide and heat will eventually start coming out of the ocean. And that will take place for many hundreds of years.

Even if they get the entire world on board- its inevitable
Rahn 1/25 (Richard W. Rahn, 1/25/2011 (senior fellow at the Cato Institute, The Washington Times, “Obama's regulatory reform test,” Lexis)

The Obama Environmental Protection Agency (EPA) has ruled that carbon dioxide is a pollutant and, as a result, has been holding up the permitting of new power and manufacturing plants. If this continues, it will cause a significant drop in U.S. economic growth and job creation, yet it will have no measurable benefit. China, India and many other countries are rapidly increasing CO2 emissions, overwhelming whatever actions the United States may take. Even if all new CO2 emissions were stopped globally, it would be decades before there would be even a minor effect on global temperatures. Now, new research is indicating that sunspot activity is much more important than CO2 when it comes to influencing the earth's temperature. The EPA ban is nothing more than national economic suicide. Let us see if Mr. Obama has the courage to tell the EPA to stop.
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Warming is inevitable- studies prove
Dean ‘9 (Emissions Cut Won’t Bring Quick Relief, Scientists Say By CORNELIA DEAN Published: January 26, 2009  

Many people who worry about global warming hope that once emissions of heat-trapping gases decline, the problems they cause will quickly begin to abate. Now researchers are saying that such hope is ill-founded, at least with regard to carbon dioxide. Because of the way carbon dioxide persists in the atmosphere and in the oceans, and the way the atmosphere and the oceans interact, patterns that are established at peak levels will produce problems like “inexorable sea level rise” and Dust-Bowl-like droughts for at least a thousand years, the researchers are reporting in the Proceedings of the National Academy of Sciences. “That peak would be the minimum you would be locking yourself into,” said Susan Solomon, a senior scientist at the National Oceanic and Atmospheric Administration, who led the work. The researchers describe what will happen if the atmospheric concentration of carbon dioxide — the principal heat-trapping gas emission — reaches 450 to 600 parts per million, up from about 385 p.p.m. today. Most climate researchers consider 450 p.p.m. virtually inevitable and 600 p.p.m. difficult to avoid by midcentury if the use of fossil fuels continues at anything like its present rate.  At 450 p.p.m., the researchers say, rising seas will threaten many coastal areas, and Southern Europe, North Africa, the Southwestern United States and Western Australia could expect 10 percent less rainfall.  “Ten percent may not seem like a high number,” Dr. Solomon said Monday in a telephone news conference, “but it is the kind of number that has been seen in major droughts in the past, like the Dust Bowl.”  At 600 p.p.m., there might be perhaps 15 percent less rain, she said.  In 1850, atmospheric carbon dioxide was roughly 280 p.p.m., a level scientists say had not been exceeded in at least the previous 800,000 years. In their paper, Dr. Solomon and her colleagues say they confined their estimates to known data and effects. For example, they based their sea level estimates largely on the expansion of seawater as it warms, a relatively straightforward calculation, rather than including the contributions of glacial runoff or melting inland ice sheets — more difficult to predict but potentially far greater contributors to sea level rise. The new work dealt only with the effects of carbon dioxide, which is responsible for about half of greenhouse warming. Gases like chlorofluorocarbons and methane, along with soot and other pollutants, contribute to the rest. These substances are far less persistent in the atmosphere; if these emissions drop, their effects will decline relatively fast. Michael Oppenheimer, a geoscientist at Princeton, praised the report in an e-mail message as a “remarkably clear and direct” discussion of whether it would be possible to temporarily exceed a level like 450 p.p.m. and then reduce emissions in time to avoid catastrophic events like the collapse of a major inland ice sheet. Dr. Oppenheimer said the new analysis showed that “some dangerous consequences could be triggered and persist for a long, long time, even if emissions were cut radically.” “Policy makers need to understand,” he continued, “that in some ways once we are over the cliff, there’s nothing to stop the fall.”  
	


Climate change is irreversible even if all emissions were immediately ended
Solomon et al. ‘9 (Susan Solomon, et al, Ph.D. in atmospheric chemistry from UC-Berkeley, head of the Chemistry and Climate Processes Group of the National Oceanic and Atmospheric Administration Chemical Sciences Division, co-chair of Working Group 1 of the IPCC, co-recipient of the Nobel Peace Prize, recipient of the National Medal of Science, 1-28-2009, Proceedings of the National Academy of Sciences, “Irreversible climate change due to carbon dioxide emissions,” http://www.pnas.org/content/early/2009/01/28/0812721106.full.pdf+html

The severity of damaging human-induced climate change depends not only on the magnitude of the change but also on the potential for irreversibility. This paper shows that the climate change that takes place due to increases in carbon dioxide concentration is largely irreversible for 1,000 years after emissions stop. Following cessation of emissions, removal of atmospheric carbon dioxide decreases radiative forcing, but is largely compensated by slower loss of heat to the ocean, so that atmospheric temperatures do not drop significantly for at least 1,000 years. Among illustrative irreversible impacts that should be expected if atmospheric carbon dioxide concentrations increase from current levels near 385 parts per million by volume (ppmv) to a peak of 450–600 ppmv over the coming century are irreversible dry-season rainfall reductions in several regions comparable to those of the ‘‘dust bowl’’ era and inexorable sea level rise. Thermal expansion of the warming ocean provides a conservative lower limit to irreversible global average sea level rise of at least 0.4 –1.0 m if 21st century CO2 concentrations exceed 600 ppmv and 0.6 –1.9 m for peak CO2 concentrations exceeding 1,000 ppmv. Additional contributions from glaciers and ice sheet contributions to future sea level rise are uncertain but may equal or exceed several meters over the next millennium or longer. Over the 20th century, the atmospheric concentrations of key greenhouse gases increased due to human activities. The stated objective (Article 2) of the United Nations Framework Convention on Climate Change (UNFCCC) is to achieve stabilization of greenhouse gas concentrations in the atmosphere at a low enough level to prevent ‘‘dangerous anthropogenic interference with the climate system.’’ Many studies have focused on projections of possible 21st century dangers (1–3). However, the principles (Article 3) of the UNFCCC specifically emphasize ‘‘threats of serious or irreversible damage,’’ underscoring the importance of the longer term. While some irreversible climate changes such as ice sheet collapse are possible but highly uncertain (1, 4), others can now be identified with greater confidence, and examples among the latter are presented in this paper. It is not generally appreciated that the atmospheric temperature increases caused by rising carbon dioxide concentrations are not expected to decrease significantly even if carbon emissions were to completely cease (5–7) (see Fig. 1). Future carbon dioxide emissions in the 21st century will hence lead to adverse climate changes on both short and long time scales that would be essentially irreversible (where irreversible is defined here as a time scale exceeding the end of the millennium in year 3000; note that we do not consider geo-engineering measures that might be able to remove gases already in the atmosphere or to introduce active cooling to counteract warming). For the same reason, the physical climate changes that are due to anthropogenic carbon dioxide already in the atmosphere today are expected to be largely irreversible. Such climate changes will lead to a range of damaging impacts in different regions and sectors, some of which occur promptly in association with warming, while others build up under sustained warming because of the time lags of the processes involved. Here we illustrate 2 such aspects of the irreversibly altered world that should be expected. These aspects are among reasons for concern but are not comprehensive; other possible climate impacts include Arctic sea ice retreat, increases in heavy rainfall and flooding, permafrost melt, loss of glaciers and snowpack with attendant changes in water supply, increased intensity of hurricanes, etc. A complete climate impacts review is presented elsewhere (8) and is beyond the scope of this paper. We focus on illustrative adverse and irreversible climate impacts for which 3 criteria are met: (i) observed changes are already occurring and there is evidence for anthropogenic contributions to these changes, (ii) the phenomenon is based upon physical principles thought to be well understood, and (iii) projections are available and are broadly robust across models. Advances in modeling have led not only to improvements in complex Atmosphere–Ocean General Circulation Models (AOGCMs) for projecting 21st century climate, but also to the implementation of Earth System Models of Intermediate Complexity (EMICs) for millennial time scales. These 2 types of models are used in this paper to show how different peak carbon dioxide concentrations that could be attained in the 21st century are expected to lead to substantial and irreversible decreases in dry-season rainfall in a number of already-dry subtropical areas and lower limits to eventual sea level rise of the order of meters, implying unavoidable inundation of many small islands and low-lying coastal areas.

